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Reduced Invasiveness of Noncontact Electrooptic Probes
in Millimeter-Wave Optoelectronic Characterization

A. Zeng, S. A. Shah, and M, K, Jackson

Abstract-We report time-resolved measurements of the invasiveness of
LiTaOs external probes in millimeter-wave electrooptic sampting. Using
external probe tips at varying distances from a coplanar stripline, we
show that invasiveness can be reduced in a noncontact configuration at
the expense of measurement sensitivity. Ihrthe contact configuration, the
risetime can be significantly lengthened br dispersion and signal rettection
caused by the probe tip.

I. INTRODUCTION

Electrooptic sampling (EOS) has been used in characterization of
high-speed electronic devices [1]–[3]. Many of these measurements

were made using LiTaOs external probes. To date there have been a
limited number of experimental studies of the invasiveness of LiTaOs

probes. The effects of reflection between the top and bottom interfaces

of the LiTaOs crystal on amplitude measurement has been studied
by Frankel etal. [4]. The effect of probe-tip-induced dispersion on
risetime measurements has been studied by putting a dummy LiTa03
crystal between the electrical signal generator and the probe site [1].
In both of these studies the LiTa03 probes were placed in direct

contact with the transmission line electrodes and the measurements
were performed in the time domain, The invasiveness of external
probes has also been studied using internal electrooptic sampling,

where a dummy probe was placed in the vicinity of the electrodes
of a coplanar stripline driven by a microwave synthesizer [5], [6].
Theoretical studies of the invasiveness of electrooptic probes have

been reported [7], [8].
In this paper, we report a study of the invasiveness of external

LiTaOs probes, extending previous measurements to higher fre-
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Fig. 1. Schematic of the pump and probe optics. The air gap h between the
tip and the sample can be adjusted.

quencies and lower invasiveness. We show that contact electrooptic

sampling can lead to measurement error. We also show that noncon-
tact electrooptic sampling provides a more accurate measurement of
risetime, at the expense of reduced sensitivity.

II. EXPERIMENT

Electrooptic measurements are made with 150-fs pulses from a
mode-locked Titanium-Sapphire laser. The external probe has an

inverted pyramid shape, with a LiTa03 crystal of footprint 200 pm
square and thickness 20 ~m at the bottom, The arrangement of pump
and probe optics and the sampling tip is shown in Fig. 1; the probe is

used in a total-internal-reflection configuration, and the probe-sample
spacing h can be adjusted, Imaging of interference fringes under the
probe tip is used as a indication of probe tip parallelism with respect

to the sample surface, which is essential to ensure good contact. The
sample is a coplanar stripline with 50-pm-wide electrodes and 5-~m
spacing deposited on a 500-Um-thick semi-insulating GUAS substrate.
A photoconductive switch incorporated in the transmission line is
used to generate step like pulses.

III. RESULTS

In Fig, 2, we show waveforms measured with two different air
gaps, and at two different positions of the probe beam in the sampling
tip; the probe is approximately 1.5 mm from the photoconductive

switch. In Fig. 2(a), we show results for h = O (contact); the solid line
shows the waveform measured with the probe beam positioned near
the facet closest to the photoconductive switch, which we will refer
to as the front facet. The risetime of the signal is 1.9 ps. The dashed
line in Fig. 2(a) shows the waveform meas~ed with the probe beam
near the back facet; the risetime in this case is 2.1 ps. In Fig. 2(b),
we show similar measurements for an air gap of h = 10 pm. The
solid line measured at the front facet has a risetime of 1.7 ps, which
is the same as the risetime of the signal measured at the back facet,
shown by a dashed line.

The differences between the nsetimes seen in Fig. 2(a) are not
due to the usual dispersion on the undisturbed transmission lines;
we have made measurements of risetime at varying distances along
the transmission line that show no significant difference in risetime
over the same distance. We attribute the lengthening in risetime to the
increased dispersion and attenuation introduced by the LiTaO.3 probe,
which functions as a superstrata, In Fig. 2(a), the feature near 14 ps
in the curve measured near the front facet is due to reflection from
the back facet of the probe, because of the large mismatch caused by
the differing impedances of the transmission lines with and without
the LiTaOs superstrata. The same reflection is not as obvious in the
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Fig. 2. Contact and noncontact EOS measurements at two probe beam
positions in the probe tip: near the front facet (sohd hnes), and near the
back facet (dashed lines). (a) Contact EOS measurements (h = Opm) and
(b) noncontact (h = 10pm) measurements.

measurement near the back facet because the reflection is overlapped

with the mttial peak due to the small separation between probe spot
and the back facet. There is no evidence of a back-facet reflection
in either of the noncontact measurements shown in Fig. 2(b). Further

comparison of the data of Fig. 2 shows that well-resolved ringing IS
seen in the noncontact measurement, which is much less evident when
in contact. It is interesting to note that when the probe tip is in contact

the ringing 1s stall evident, but much more rapidly damped, which is
further evidence of probe-tip-induced distortion. The reduced risetime

and more clearly resolved features show that the tip-induced distortion
of the signal is significantly reduced m the noncontact corrfiguratlon.

To further quantify the probe-tip-induced dispersion, we made a

series of measurements at a distance 1.5 mm from the photoconduc-

tive switch with varying air gap h. The rlsetimes measured are shown
in Fig. 3 as a function of air gap from h = O to approximately 45
j{m. The rmetime initially decreases with increasing air gap h, and
then remains constant within experimental error once the air gap
exceeds approximately 20 pm. We performed similar measurements
on another sample at a location 3.0 mm from tbe photoconductive
switch, and observed similar results, with risetime decreasing from

3.6 ps when in contact to 3.0 ps with h = 20 l~m.
Considering the data on dmpersion we have presented in Figs. 2

and 3, two different effects are apparent. First, when the tip is in
contact, significant dispersion happens as the signals traverses the
region under the tip. When the tip is moved away from the surface this

dispersion under the tlp becomes negligible, but the measured risetime
continues to drop with increasing air gap. This second effect can be
explained by preferential reflection of high-frequency components
at the front probe facet. This interpretation is consistent with the
predictions of Corm [8]. Finally, we note that our observations cannot
easdy be reconciled with the results of [1]. where a 200-pm-long
LiTaOa crystal was used as a load in contact with a coplanar stripline.
The effect of the load on the transmitted pulse was to lengthen the
risetime from 480–520 fs. Considering the much higher bandwidth of

Fig. 3.
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these pulses. the effective dispersion caused by the tip is much lower
than what we observe. The observations of [1] could be attributed to
imperfect contact between the LiTa03 crystal and the transmission

lines. We also note that the delay induced by the load in [1] is much
smaller than expected given the high dielectric constant of LiTaOJ.

Having discussed the effect of air gap on dispersion, we now

examine its effect on sensitivity, which will place a lower limit on
tip invasiveness. In Fig, 4 the solid line connects the squares, which
show the peak amplitudes of the time-resolved waveforms measured
at varying air gaps. as a function of h. The amplitudes have been
normalized to the value at 2.5 pm; this point was chosen instead

of O &m because the measured amplitude in contact is difficult to
reproduce exactly due to changes in the pressure with which the tlp
contacts the transmission line. Starting from h = O, the signal initially

drops dramatically with increasing air gap h, but then less quickly
once the au gap is greater than approximately 20 &m. We also plot
in Fig. 4 a dashed line that connects the diamonds showing the EOS

signal measured when a low-frequency calibration voltage is applied
to the transmission lines. This approach is often used to allow absolnte
voltage calibration of measured EOS waveforms; the accuracy of this
approach depends upon the senslttvtty to the low- and high-frequency
signals being the same. From Fig. 4 it is apparent that the sensitivities
are very similar for air gaps below approximately 40 pm. For larger

air gaps a discrepancy between the two curves lS seen, indlcatmg that
absolute voltage calibration cannot be maintained. We attribute the
different dependence on h for large alr gaps to a difference in the

fringing field distributions. Because the time-resolved signal contains
high-frequency components, it will be more confined to the vicinity

of the transmission line electrodes than the low-frequency calibration
signal.

To compare our results with those of previous workers, in Fig. 4 we
also show experimental data of [7] (tiiangles) and simulation results
of [8] (circles). We have also normalized these data to the values at 2.5

~m. The data of [7] were measured with a low-frequency calibration
signal; they are not obtained from time-resolved measurement. The

sample was a coplanar waveguide with 4-pm center electrode width
and 13-&m spacing. The data of [7] decrease with distance at a rate
that is nearly constant and similar to what we see at small h; however,
there is no obvious sign of the break point seen in our data. This may
be due to the differing fringing field pattern of a coplanar waveguide
compared to the coplanar stripline. In addition, the electrode spacing
used in [7] is greater than in our sample; this might shift a break point
to air gaps greater than those used in [7]. The theoretical predictions
of [8] shown in Fig. 4 are for a coplanar waveguide with 15-pm
center electrode width and 10-pm spacing; it is interesting to note
that these data show a break point similar to that seen in our data. The
origin of’ the discrepancy between the data for comparable coplanar
wavegmdes from [7] and [8] is not clear.
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Fig. 4. EOS sensitivity as a function of air gap ft. The solid and dashed
lines connect the points shown by sqnares and diamonds, for time-resolved
and calibration signats, respectively. The triangles and the circles are the data
of [7] and [8], respectively.

IV. SUMMARY

We have studied invasiveness and sensitivity of LiTaOs external
probes for electrooptic sampling of rnillimeter-wave circuits and
devices. Our measurements show two effects that contribute to
distortion of the measured signals. The first is dispersion on the
coplanar stripline caused by the presence of the LiTaOs superstrata.
However, even once this dispersion is insignificant, pulse distortion

is observed that we attribute to frequency-dependent signal reflection
at the front probe facet. Both of these clistortions can be reduced by
using a noncontact arrangement with an air gap between the tip and
the transmission line.
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Analysis of Microstrip Discontinuities Using the Spatial
Network Method with Absorbing Boundary Conditions

Dragos Bica and Benjamin Beker

Abstract-In this paper it is shown that spatial network method (SNM)
can be formally derived as a finite dMerencing scheme, which ensnres
that the necessary stabitity and convergence conditions are met. For the
first time, Mur and Hlgdon second-order absorbing boundary conditions
(.4JWS) have been used in conjunction with SNM. It has been found that
the Hlgdon second-order ABC’s perform better than the Mur algorithm
for guided wave problems with inhomogeneous substrates. Finally, it is
shown that SNM can successfully be employed for the analysis of planar
and three-dimensional (3-D) microstrip dkcontinuities in open or sh]elded
environments.

I. INTRODUCTION

During the past decade, the interest in microstrip discontinuities

has substantially increased, as can be seen from the growing number
of reported research activity on the subject [1]–[5], [12], and [13].
The driving factors behind this trend are increasing frequencies
of operation and the continuing need for more accurate design
methods for microwave integrated circuits (MIC’ s). Some microstnp
discontinuities, such as steps and bends are due to the interconnects
of various MIC’s. Others, such as tuning stubs or resonant strips, are
used to achieve specific functionality.

Several methods have already been employed for the study of
microstrip discontinuities. Green’s function based methods, such as
the integral equation in spectral domain method [1] or the time
domain method of lines [2], have been used to characterize planar
discontinuities (open ends, stubs, gaps, steps in width) as well as full

3-D problems such as vias and air bridges [3]. Compared against ex-
perimental data, these methods offer very accurate numerical results.
The aforementioned methods provide the frequency response of the

discontinuity, taking into account the boundary conditions which are
built into the Green’s functions. However, for complex, nonplanar
geometries and for inhomogeneous substrates, such methods are
difficult to implement. and volumetric methods are often used instead.

Examples of volumetric methods are the finite difference time
domain (FDTD) technique, transmission line matrix method (TLM),
and spatial network method (SNM). All of them have been used
in the study of microstrip discontinuities. The TLM method, in its
frequency domain form, has been used to calculate the S-parameters
of transmission line interconnects such as vias and air bridges [4].
The FDTD method has been applied to the study of step, open end,

and gap microstrip discontinuities [5].
Time domain differential equation methods can easily accommo-

date closed boundary conditions associated with shielded structures,
but they do not have the inherent ability to simulate the open boundary
conditions. To overcome such limitations, several absorbing boundary
conditions (ABC’s) have been proposed [6]–[8], mostly for the FDTD
method, and more recently for TLM [9]. The ABC’s have low
numerical reflectivity (<– 25 dB) if used within appropriate limits, as
shown in [8]. The errors introduced by the ABC’s can be minimized
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